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Abstract  

As Artif icial Intelligence (AI) technologies are taking the lead among the technological advancements around the world, socie ties are 

increasingly becoming interwoven with Generative AI (GAI) technologies in all aspects, including higher educati on (HE). This study’s 

main aim is to examine how individual-level cultural dimensions inf luence students’ adoption of  GAI in learning, drawing on an 

extended Innovation of  Dif fusion Theory (IDT) model. It explores the impact of  individual -level cultural dimensions 

(individualism/collectivism and uncertainty avoidance), IDT innovation factors (relative advantage, complexity, compatibility , 

observability, trialability), and individual factors (self -ef ficacy, perceived risk) on Saudi students’ perceptions of  GAI adoption across 

several universities. Quantitative data were collected f rom 306 online survey and analyzed using CB-SEM. Results highlight the 

instrumental role of  cultural dimensions, with individualism/collectivism and uncertainty avoidance negatively  af f ecting GAI adoption. 

While complexity showed no signif icant impact, all other IDT variables positively inf luenced adoption. Furthermore, self -ef f icacy and 

perceived risk were found to be signif icant indicators of  GAI use. The study emphasizes the cultu ral dif f erences that shape technology 

adoption in collectivist societies that are moving toward individualism such as Saudi. It identif ies limitations, provides us eful insights, 

and suggests recommendations for future research on GAI uptake in culturally diverse HE contexts. 

Keywords: Cultural dimensions, Generative AI (GAI), Higher Education, Perceived Risk, Self -Ef f icacy. 

 

Introduction 

Recent advancements in Artificial Intelligence (AI) technologies have disrupted all aspects of  individuals’ 
lives, including the most resilient arenas of  industry, society, and education within countries around the 
world. HE institutions have already ventured into the uncharted territory of  GAI tools within their 
educational context for the purpose of  harnessing its powerful potential for equipping students with the 
AI literacy necessary for their future labor market (Rawas, 2024). Despite existence efforts to AI adoption 
and application within educational research and practices, this field is still understudied as learners'  
acceptance varies greatly depending on the context (Huang et al., 2024) and several influencing factors 
(Song, 2024). 

GAI is a subfield of  AI, which concentrates on generating new content, such as text, images, computer 
codes, music, and poems. Orchestrated by prompting, individuals articulate a snippet of  written text 
describing their intended generated results (Sun et al., 2024; Tlili et al., 2023). One of  the most ubiquitous 
GAI tools, which has already had a substantial influence within the realm of  HE, is the large language 
model (LLM) Chat Generative Pre-trained Transformer, known as ChatGPT. This chatbot utilizes Natural 
Language Processing (NLP) to respond to users’ inquiries with human-like responses. Other innovative 
GAI tools that are transforming HE spaces include Midjourney, Presentation AI, Slidesgo, Bing AI, and 
Google Bard; these are being used to assist students in different assignments and essay papers (Lee et al., 
2024; Ayanwale & Ndlovu, 2024).  

The published literature on GAI adoption within HE institutions is ongoing and growing rapidly; especially 
ChatGPT shows a general trend of  heightened awareness and familiarity with the potential of  the 
technology in learning settings (Yusuf et al., 2024; Alnaim, 2024). These adoption studies have covered a 
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wide range of  contexts, including research conducted in China (Huang et al., 2024), Oman (Tiwari et al., 
2024), and Saudi Arabia (Al-Abdullatif, 2023; Sobaih et al., 2024). In addition, students’ acceptance of GAI 
in HE is inevitably influenced by various antecedents, which have been explored in the literature. Besides 
TAM, UTAUT, and IDT constructs, these influencing factors include social influence (Bouteraa et al., 
2024), self-efficacy, integrity (Bouteraa et al., 2024), social presence (Tiwari et al., 2024), enjoyment (Al-
Abdullatif, 2023), attitude and perceived risk (Ivanov et al., 2024), trust (Rahim et al., 2022; Ayanwale & 
Ndlovu, 2024), and GAI advantages and subjective norms (Ivanov et al., 2024). However, there is a lack of 
studies considering cultural variables’ impact on students’ adoption of GAI in learning.  

The social and cultural context in which technology is being diffused and subsequently adopted cannot be 
ignored, especially within such a distinctive context as Saudi Arabia. Cultural values must be integrated into 
technology adoption models (Srite & Karahanna 2006; Tarhini et al., 2016), as these cultural dispositions 
substantially shape people’s technological perspectives (Yusuf et al., 2024). In fact, it has been argued that 
the innovation degree of  adoption is highly dependent on the extent to which it is aligned with the prevalent 
cultural norms of  the country (Jan et al., 2024). Researchers have investigated the impact of  cultural 
dimensions on AI adoption (Krishnamoorthy et al. 2022; Yusuf et al., 2024); however, none of  these few 
studies have examined cultural values at the individual level. Instead, most of  the research has focused on 
cultural values at the national or organizational level and targeted non-educational settings. Despite the 
existence of  a few studies that have examined the acceptance and adoption of  AI and GAI technologies 
within a Saudi high education context (Sobaih et al., 2024; Al-Abdullatif, 2023), cultural dimensions (such 
as IC and UA) were not included within their theoretical models. It is still unclear whether these constructs 
exert an influence on Saudi students’ adoption of  GAI technologies in their learning. Thus, the current 
study focuses on examining the impact of  the individual level of  IC and UC on GAI adoption from the 
perspectives of  Saudi students within a higher educational context.  Previous research has suggested 
developing a model based on IDT (Ivanov et al., 2024), and incorporating individual-level cultural variables 
as well as important constructs such as self-efficacy (Tarhini et al., 2016; Ivanov et al., 2024). Therefore, 
this study addresses this gap and aims to validate an extended IDT for GAI in the HE context, and 
particularly to investigate the direct influence of  individual-level cultural values (IC and UA) on students’ 
adoption of  GAI. Another novel aspect of  this research is that it examines self-efficacy and perceived risk 
as important individual factors besides IDT innovation factors within the Saudi GAI context.    

Literature Review 

Cultural Dimensions and Technology Adoption Research 

National culture is a macro-level construct and is defined as “the collective programming of the mind which 
distinguishes the members of one human group from another” (Hofstede 1980, p. 260). The outcome of 
his work on national culture consists of four major widely cited dimensions: individualism/collectivism 
(IC), power distance, uncertainty avoidance (UA), and masculinity/femininity. According to the literature, 
individuals coming from the same country will vary with regard to their cultural values (McCoy et al., 2005). 
Hence, researchers are recommended to evaluate cultural values at the individual level of analysis to avoid 
problematic predictions of individual behavior that can arise when using country-level analysis (Hofstede, 
1980; Tarhini et al., 2016). 

Researchers have examined cultural values influence on the adoption of various technologies, such as 
computers and PDAs (Srite & Karahanna, 2006; Özbilen, 2017), video conferencing (Alkhaldi & Yusof, 
2013), e-learning (Tarhini et al., 2016), social commerce (Sheikh et al., 2017;  Al-Omoush et al., 2022), big 
data analytics (Alzaabi et al., 2023), AI technologies (Krishnamoorthy et al., 2022). Such studies have been 
conducted across different contexts and countries, including senior managers in Jordanian firms (Alkhaldi 
& Yusof, 2013), medical professionals from 11 countries (Krishnamoorthy et al., 2022), Saudi employees 
(Alajmi et al., 2023), and university students from Lebanon (Tarhini et al., 2016) and Saudi (Sheikh et al., 
2017).  However, these studies demonstrate conflicting evidence of the impact of cultural values 
(particularly IC and UA) on technology adoption, and most of these studies were not conducted in an 
educational setting. Thus, among IDT variables, self-efficacy and perceived risk, the current study focuses 
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on examining the individual-level impact of IC and UC on GAI adoption from the perspectives of Saudi 
students within a higher educational context. The results of this research are valuable for similar contexts, 
and will inform future research in the field. 

Research Conceptual Framework and Hypotheses Development 

The Diffusion of  Innovation Theory (DIT) 

The Diffusion of  Innovation theory, initially introduced by Rogers (2003), provides a comprehensive 
framework aimed at examining how, why, and at what rate new ideas and technologies spread through 
cultures, by highlighting the influential factors that dictate the adoption rate of  novel ideas and technologies. 
Unlike the Technology Acceptance Model (TAM) and the Unified Theory of  Acceptance and Use of  
Technology (UTAUT), IDT emphasizes the context in which adoption decisions are made. In addition, 
according to IDT, people adopt innovation through distinctive patterns, which vary based on users’ 
characteristics (Rogers,1983). This focus renders IDT a suitable framework for examining the intricate 
antecedents influencing the institutional adoption of  GAI within the distinctive Saudi context. While most 
existing studies have focused on TAM, UTAUT and other theories in investigating GAI adoption in 
educational contexts (Al-Abdullatif, 2023; Sobaih et al., 2024), IDT has received little attention in the 
scholarly literature on GAI adoption in educational contexts. In addition, to the best of  our knowledge, no 
studies to date have focused on investigating GAI adoption within the Saudi educational context through 
the lens of  IDT with the proposed extended conceptual model, which includes innovation factors with 
individual and cultural factors. Within the framework of  IDT, the adoption of  innovations depends on five 
key characteristics: relative advantage, compatibility, complexity, observability, and trialability. As the 
adoption of  new technologies varies in pace and scale, it is influenced by these antecedents. If  innovations 
exhibit distinctive characteristics from other technologies, align with students’ values, demonstrate ease of  
use, can be observed in institutions, and offer opportunities for student trials, they are more likely to be 
adopted and used. The following section illustrates the factors examined in the conceptual model. 

Relative Advantage (Ra) 

Relative advantage is defined as the extent to which the innovation is believed to be superior compared to 
existing technologies (Rogers, 2003). Several studies have validated the importance of  relative advantage in 
impacting the adoption of  and intention to use new technologies (Kim & Park 2019; Huang et al., 2024). 
An innovation is considered more advantageous to students when it offers economic gains, satisfaction, 
and convenience. This was recently echoed in the literature (Raman et al., 2023; Ayanwale & Ndlovu, 2024) 
as students acknowledged the benefits of  using AI tools such as chatbots and were willing to embrace them 
in their learning. Thus, in the context of  GAI technologies in this study, if  Saudi students perceive GAI 
tools as having a higher relative advantage compared to traditional tools such as learning management 
systems, they are more likely to incorporate them into academic activities and adopt them. Hence, the study 
hypothesizes that: 

H1. Relative advantage positively influences the adoption of  GAI technologies and ChatGPT. 

Compatibility (Co) 

The second most significant factor is compatibility, which is described as the extent to which an innovation 
is seen as aligning with an individual’s existing values, prior experiences, and needs. In technology adoption, 
this element reflects how well the technology aligns with the educational procedures and culture of  the 
school (Almaiah et al., 2022). The literature consistently emphasizes the importance of  compatibility and 
asserts its positive influence on technology adoption (Pinho et al., 2021; Dixit et al., 2023). In addition, 
empirical evidence suggests that compatibility is one of  the top determinants and influencers of  AI and 
GAI technology adoption (Raman et al., 2023; Ayanwale & Ndlovu, 2024). Therefore, in this study, it is 
argued that Saudi students are likely to accept and adopt GAI tools in their learning tasks if  they are 
reassured that these tools are compatible with their university’s current educational practices, procedures, 
and systems. Thus, the following hypothesis is formulated. 
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H2. Compatibility positively influences GAI technologies and ChatGPT adoption. 

Complexity (Cx) 

According to Rogers (2003), when the innovation is simple, it is easily understood and used, and does not 
require much effort from users. Such technologies are more likely to spread quickly and to be embraced. 
Complexity has been considered a significant determinant in different technology adoption studies (Pinho 
et al., 2021; Almaiah et al., 2022). Within the educational research arena, complexity has been exerting a 
negative influence on technology adoption (Lutfi et al., 2023;  Raman et al., 2023). This adverse impact may 
stem from the additional skills required of  users in using new innovations. It is essential for students to 
comprehend the technology quickly, otherwise uncertainty towards using the innovation will likely interrupt 
its adoption process. In this study, if  students perceive that adopting GAI technologies and ChatGPT will 
require a tremendous effort, then their tendency towards adoption will be diminished. Thus, this study 
proposes the following hypothesis:  

H3. Complexity negatively influences GAI and ChatGPT adoption. 

Observability (Ob) 

Observability is another characteristic of  innovations that refers to the extent to which the technology is 
seen as being visible in organizations, to users and others (Rogers, 1995). A high level of  observability 
represents opportunities for individuals to see others using the technology, and to share information about 
it to others as well (Dupagne & Driscoll, 2005). The more individuals observe the benefits of  the innovation 
through their peers or institutions, the more likely they are to adopt the technology (Rogers, 2003). A recent 
study has found observability to be significant in influencing the adoption of  ChatGPT (Kotni et al., 2023). 
In the context of  this study, it is suggested that when students witness others, such as their friends, teachers, 
or other people, using the tools and discussing their benefits and advantages in the learning process, 
students will more likely be persuaded to adopt GAI technologies. Hence, observability is a positive 
predictor of  GAI technologies and ChatGPT adoption. 

H4. Observability positively influences GAI technologies and ChatGPT adoption. 

Trialability (Tr) 

The concept of  trialability revolves around the degree to which individuals can experiment with an 
innovation on a limited basis before making an informed decision about adoption (Rogers, 2003; 
Karahanna et al.,1999). Recent studies highlight a positive and significant relationship between trialability 
and intention to adopt chatbots in educational settings (Ayanwale & Ndlovu, 2024; Huang et al., 2024). 
This means that students who have the opportunity to experiment with AI technologies and see their 
benefits in learning tasks are more inclined to use them. Moreover, trialability was linked to Portuguese 
students’ intention to use chatbots for e-learning (Pinho et al., 2021), and there is evidence of  trialability’s 
strong predictive ability regarding students’ intention to use chatbots for academic advice (Almela, 2023) 
.Both of  the aforementioned studies suggested that trialability supports students in decreasing uncertainty 
when using the technology and promoting its adoption. Students should be given the opportunity to 
experiment with GAI technologies during their learning tasks, with demonstrations on how to integrate it 
correctly into their learning, and training sessions being provided to help them to use the tools.  Thus, based 
on the above argument, the study hypothesizes the following: 

H5: Trialability positively influences GAI technologies and ChatGPT adoption 

Self-efficacy (Se) 

This construct is theoretically rooted back in the social cognitive theory (Bandura, 1977), and refers to an 
individual’s confidence in their capability to perform specific tasks successfully (Bandura, 1994). The 
instrumental potential of  GAI technologies in learning environments can elevate students’ capabilities, 
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which can conceivably lead to students’ increased self-efficacy (Rudolph et al., 2023). In addition, Yilmaz 
and Yilmaz (2023) indicated the positive effect of  using AI technologies on programming self-efficacy. 
However, there is a dearth of  adoption research which focuses on the direct impact of  individuals’ self-
efficacy on the adoption of  GAI technologies (Chang et al., 2024; Bouteraa et al., 2024). Nevertheless, in 
the context of  smart voice assistant technology (Cao et al., 2022) and e-book readers (Waheed et al., 2015), 
the authors have found a direct and positive relationship between self-efficacy and technology adoption. 
These results could be applicable to Saudi students in adopting GAI technologies. Considering this context-
dependent construct, and despite Saudi students’ lack of  awareness and required competencies in terms of  
appropriately using AI tools in their learning (Othman, 2023), it is expected that their self-efficacy is a 
stronger predictor than their actual ability (Bandura, 1986). Given the analysis presented above, the study 
hypothesizes: 

H6: Self-efficacy positively influences the adoption of  GAI technologies and ChatGPT  

Perceived Risk (Pr) 

Adoption decisions are vastly inhibited by perceived risk, and the literature has marked it as a significant 
factor during users’ adoption of  technologies (Al-Abdullatif, 2023; Kumar et al., 2023). Perceived risk is 
defined as the individual’s belief  in the potential negative consequences of  using the technology, integrating 
uncertainty with possible loss (Featherman & Pavlou, 2003). In the context of  GAI technologies, the 
potential risks of  using tools such as ChatGPT include violating ethical considerations, falling into 
plagiarism, data privacy and security concerns, loss of  academic integrity (Grassini, 2023; Dwivedi et al., 
2023), and the potential degradation of  critical and analytical skills (Chang et al., 2024; Chan & Hu, 2023). 
Based on the above discussion, perceived risk can be defined in this study as Saudi students’ assessment of  
the potential adverse consequences of  adopting GAI technologies. Although many studies have come to 
the conclusion that perceived risk negatively influences technology acceptance (Dixit et al., 2023; Cao et al., 
2022), mixed results have been recently reported regarding perceived risk in relation to GAI technologies 
(Ivanov et al., 2024), which necessities further investigation. If  Saudi students perceive a high potential risk 
as an outcome of  using a GAI tool in their learning, their adoption of  such technologies would be 
decelerated. Hence, the following hypothesis is proposed. 

H7: Perceived risk negatively influences the adoption of  GAI technologies and ChatGPT  

Individualism/Collectivism (IC)  

This construct is defined as the degree to which a person within a particular society acts as an independent 
individual as opposed to integrating within groups (Hofstede, 1991). People in collectivistic societies value 
solidarity and seek collective achievement over individual gain, whereas individuals in individualistic 
societies place more emphasis on their own accomplishments and individual objectives than on those of 
the group to which they belong. The individualism/collectivism (IC) dimension has been regarded as one 
of  the major cultural values influencing technology adoption and usage in the literature (Alkhaldi & Yusof, 
2013; Jan et al., 2024).  

Many studies highlight the complex and often contradictory direct effect of  IC on technology acceptance 
and usage (Alkhaldi & Yusof, 2013; Lee et al., 2013; Özbilen, 2017; Al-Omoush et al., 2022) . Some of  
these study results suggest that in a collectivist society, individuals have a higher inclination to adopt 
innovations, while other studies have revealed that collectivists have a lower tendency to adopt technology, 
indicating the negative influence of  individualism. In addition, cultural dispositions in these studies are 
mostly examined at the country level. According to Hofstede’s model of  cultural differences, Saudi is ranked 
(25) on individualism; hence, KSA is believed to be a collectivist society (Hofstede, 2017). Saudi HE 
institutions are going through the initial stage of  adopting GAI technologies while calculating the policies 
and legislations needed for the technology to be used properly by all parties (Faisal, 2024; Al-Abdullatif, 
2023). Therefore, this stage requires substantial communication and feedback between all individuals 
involved (leaders, teachers, and students) in order for the adoption to be successful. However, within a 
collectivist culture, communication is limited to in-groups only and the degree of  networking and 
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interconnectedness between students and their teachers is low. Hence, it is expected that the adoption of  
GAI technologies in the initial stage will be slow for Saudi students who are inherently collectivists. The 
following hypothesis is therefore suggested:  

H8: Collectivism has a negative influence on the adoption of  GAI technologies and ChatGPT. 

Uncertainty Avoidance (UA) 

Uncertainty avoidance (UA) is the degree of  stress and anxiety an individual feels when facing uncertain 
and unpredictable situations (Hofstede, 1980; Zainuddin et al., 2020). Cultures with high UA demonstrate 
low levels of  trust, display a need for consensus through other people’s opinions to reduce ambiguity, and 
exhibit resistance to change and innovations (Perez-Alvarez, 2014) . In contrast, societies that are more 
accepting of  uncertainty have greater tolerance for risk and a higher tendency to welcome innovation and 
accept new information (Baptista & Oliveira, 2015). The literature consistently highlights the paramount 
importance of  the construct in shaping technology adoption decisions, and suggests a broad consensus 
regarding the impact of  UA on individuals' propensity to embrace new technologies (Jan et al., 2024), with 
the construct reportedly having a significant negative effect on technology adoption behaviors, both 
moderately (Srite & Karahanna, 2006; Tarhini et al., 2016; Sheikh et al., 2017) and directly (Özbilen, 2017; 
Krishnamoorthy et al., 2022; Al-Omoush et al., 2022).  

Saudi is ranked (80) in tolerating uncertainty, as it has always promoted rigorous regulations, policies, and 
guidance to ensure clear understanding (Hofstede, 2017). Known for its high UA culture, this country has 
recently established the Saudi Data & AI Authority (SDAIA), which is concerned with all issues related to 
operation, research, and innovation in the field of  data and AI (SDAIA, 2024). SDAIA has launched the 
National Strategy for Data & AI to control the use of  AI technology and provide guidance and regulations 
for government and private entities. As GAI technologies like any innovation inherently include change and 
uncertainty, it is expected that Saudi students are usually not early adopters (Perez-Alvarez, 2014.). It could 
be argued that if  policies and information about GAI technologies are introduced to reduce their concerns 
about its misuse and unintentional consequences, then high UA students will more likely perceive the 
technology as valuable and eventually embrace it more rapidly (Al-Adwan et al., 2018).  The absence of  
institutional guidance, uncertain regulations, and concern for the integrity and misuse of  GAI technologies 
(Cotton et al., 2024; Bouteraa et al., 2024) represent challenges that may trigger the inherent UA in students. 
Thus, the following hypothesis is proposed:  

H9: Uncertainty avoidance has a negative influence on the adoption of  GAI technologies and ChatGPT.  
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All the hypotheses discussed above are presented within the conceptual model of  this research in Figure 1. 

Figure 1. Conceptual Model  

Methodology 

Consistent with the prevailing body of  quantitative research on technology acceptance, a survey 
methodology was employed in order to test the study’s hypotheses as the online self-administered 
questionnaire is directly linked to the conceptual model constructs. The survey incorporated reliable and 
validated scales in alignment with the supporting theoretical research findings derived from prior scientific 
literature on technology acceptance to measure the questionnaire’s ten constructs. The operationalization 
and supporting literature of  the scale constructs used in the study questionnaire are Appendix A. The 
instrument section discussed more details on questionnaire design. 

Data collection occurred between December 15th, 2023 and January 31st, 2024. Respondents were 
specifically informed on the first page of  the questionnaire that their personal information is confidential, 
and participation was voluntary and that they had the autonomy to withdraw from the study at any time. 
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Participants 

The study’s population consisted of  students who were enrolled in one of  the five major public universities 
in Saudi Arabia. This cross-sectional study sought participants from across different universities in the 
country. Thus, it was difficult for the sample selection to precisely represent the target population. After 
consultation with specialists, convenient voluntary sampling was employed. Several approaches were 
applied to reach the target respondents and ensure a wide and diverse respondent base such as using sending 
invitations via the university email system, and social media platforms. As a result, 306 students filled out 
the study questionnaire after 23 questionnaires were discarded due to missing data. This sample size aligns 
well with the established rule of  thumb, which recommends five to 10 participants per variable for adequate 
structural equation modeling (SEM) analysis. Given the specific model under investigation, which includes 
35 observed variables, nine independent latent variables, and one dependent latent variable, the total 
number of  variables is 45. Consequently, the collected data of  306 participants falls within this 
recommended range, ensuring that the sample size is sufficiently robust to conduct SEM, allowing for 
reliable estimation and validation of  the model parameters (Hoyle & Gottfredson 2023). The demographic 
profiles of  the respondents are presented in Table 1. 

Table 1. Study Sample Distribution 

Variable Levels of  the variable Frequency Percent 
Age 18-24 years 146 47.7% 

25-39 years 102 33.3% 
40-59 years 58 19.0% 

Gender Male 56 18.3% 

Female 250 81.7% 
Academic year 1st academic year 54 17.6% 

2nd academic year 46 15.0% 
3rd academic year 48 15.7% 
4th academic year 50 16.3% 
Graduate 108 35.3% 

Academic major Humanities 114 37.3% 
Basic Sciences 52 17.0% 
Medical Sciences 40 13.1% 
Computer Science 52 17.0% 
Engineering Sciences 48 15.7% 

University King Abdulaziz University 148 48.4% 

King Saud University 32 10.5% 
King Faisal University 20 6.5% 
Princess Noura University 28 9.2% 
University of  Jeddah 50 16.3% 
Umm Al Qura University 12 3.9% 
University of  Business and 
Technology 

16 5.2% 

Total 306 100% 

Instrument 

The final version of  the questionnaire consists of  four sections. The first section of  the questionnaire 
entailed demographic characteristics (e.g. age, gender, level of  study, major, and university). The second 
section of  the questionnaire related to familiarity and use of  GAI technologies and ChatGPT. The third 
section consisted of  the measurement items from DIT and the added factors. In its final form, the 
questionnaire consisted of  35 items, which were divided into ten main dimensions: relative advantage, 
complexity, compatibility, observability, trialability, self-efficacy, perceived risk, individualism-collectivism 
(IC), uncertainty avoidance (UC), and AI & ChatGPT adoption. These measurement items were taken from 
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validated scales used in previous technology acceptance research, and they are consistent with the 
definitions indicated in this study. A five-point Likert scale ranging from 1=’strongly disagree’ to 5=’strongly 
agree’ was used to measure the questionnaire items.  

Data Analysis 

A pre-testing of  the English questionnaire was conducted with 11 students to check for any discrepancies 
in meaning or problems in wording. The English version of  the questionnaire was then translated into 
Arabic and validated through a pilot testing with 75 students after conducting the backward translation 
(Brisli, 1970). After making the changes to the survey, the last step involved creating the online version of  
the Arabic questionnaire. The Cronbach’s alpha test for the questionnaire has good reliability coefficients 
ranging from 0.86 to 0.91, which is in the range of  excellent reliability coefficients (0.80 - 1) identified 
(George & Mallery, 2019). Table 2 shows the reliability and Cronbach’s alpha values for the nine scales, as 
well as the overall reliability score of  0.89, which means that it is possible to obtain identical results by 
(89%) between this application and the re-application of  this questionnaire.  

Table 2. Questionnaire Reliability Statistics 

Dimension Cronbach's 
Alpha 

AI & ChatGPT adoption 0.87 

Relative advantage 0.88 
Complexity 0.90 
Compatibility 0.90 
Observability 0.88 
Trialability 0.91 
Self-efficacy 0.86 

Perceived risk 0.87 
Individualism-collectivism 0.90 
Uncertainty avoidance 0.91 
Overall reliability 0.89 

The internal construct validity of  the questionnaire was verified using Pearson correlation coefficients to 
examine the correlation of  questionnaire statements with the dimensions to which they belong. Table 3 
shows the results which suggest significant correlations at the level of  significance (0.01), indicating the 
high internal structural validity of  the dimensions of  the questionnaire. 

Table 3. Questionnaire Validity Statistics 

Dimension Item Correlation Dimension Item Correlation 

AI & ChatGPT 
adoption 
 
 

1 0.836** Trialability 20 0.906** 
2 0.860** 21 0.880** 
3 0.880** 22 0.867** 
- -- 23 0.913** 

Relative advantage 4 0.771** Self-efficacy 24 0.844** 
5 0.911** 25 0.926** 

6 0.951** 26 0.883** 
7 0.840** - -- 

Complexity 8 0.931** Perceived risk 27 0.840** 
9 0.774** 28 0.910** 
10 0.921** 29 0.920** 
11 0.888** - -- 

Compatibility 12 0.838** Individualism-
collectivism 

30 0.895** 
13 0.909** 31 0.896** 
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14 0.916** 32 0.939** 
15 0.867** - -- 

Observability 16 0.917** Uncertainty avoidance 33 0.891** 
17 0.839** 34 0.921** 
18 0.774** 35 0.942** 

19 0.896** - -- 

** Correlation is significant at the 0.01 level. 

To test the hypotheses, SEM was conducted using the maximum likelihood (ML) method, a covariance-
based estimation approach (CB-SEM), implemented through AMOS and R software. CB-SEM was chosen 
over partial least squares SEM (PLS-SEM) due to its superior estimation capabilities and ability to provide 
comprehensive model fit indices, which are crucial for theory testing and model validation (Hair et al., 
2022). This method was particularly suitable given that the sample size exceeded 300 participants, which is 
considered large and ideal for ML estimation (Kline & Little, 2023) . Furthermore, the data exhibited normal 
distribution, with skewness values ranging between -2 and +2 for all variables, satisfying the normality 
assumption required for ML estimation. These conditions favor CB-SEM over PLS-SEM, as CB-SEM 
offers more robust parameter estimates and is better suited for theory testing and confirmation when data 
meet the necessary assumptions (Hair et al., 2019). The free parameters in the factor model were estimated, 
including the factor loadings of  the indicators on the latent variables. This complex model structure further 
justified the use of  a covariance-based SEM approach, which is well-suited for theory testing and handling 
intricate variable relationships, offering a more rigorous assessment of  the theoretical framework compared 
to PLS-SEM (Rigdon, 2012). 

Results 

Measurements Model 

To assess the measurement model and evaluate the structural relationships, a comprehensive analysis of  the 
latent variables and their indicators was conducted. Factor loadings, Cronbach’s alpha (α) and composite 
reliability (CR) values, and the average variance extracted (AVE) was calculated. Additionally, for the 
dependent variable, the coefficient of  determination (R²) and its adjusted value are reported, indicating the 
proportion of  variance explained by the model. Table 4 presents the results of  this analysis to assess the 
measurement model. 

Table 4. Measurement SEM Model Assessment Results 

Latent variable Item code Loadings α CR AVE R2 Adjusted R2 

GAI & ChatGPT adoption A1 0.583 0.84 0.89 0.75 0.61 0.59 

A2 0.573 

A3 0.579 

Relative advantage Ra1 0.888 0.94 0.95 0.79 
  

Ra2 0.899 

Ra3 0.892 

Ra4 0.873 

Complexity Cx1 0.844 0.84 0.90 0.58 
  

Cx2 0.862 

Cx3 0.575 

Cx4 0.754 

Compatibility Co1 0.875 0.93 0.95 0.77 
  

Co2 0.824 

Co3 0.905 
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Co4 0.907 

Observability Ob1 0.901 0.94 0.94 0.81 
  

Ob2 0.895 

Ob3 0.904 

Ob4 0.890 

Trialability Tr1 0.905 0.92 0.93 0.75 
  

Tr2 0.769 

Tr3 0.893 

Tr4 0.894 

Self-efficacy Se1 0.901 0.91 0.94 0.77 
  

Se2 0.876 

Se3 0.850 

Perceived risk Pr1 0.839 0.84 0.88 0.65 
  

Pr2 0.797 

Pr3 0.765 

Individualism-collectivism IC1 0.885 0.91 0.93 0.78 
  

IC2 0.869 

IC3 0.893 

Uncertainty avoidance Ua1 0.849 0.91 0.93 0.77 
  

Ua2 0.890 

Ua3 0.896 

The results presented in Table 4 demonstrate the robust psychometric properties of  the measurement 
model. First, Cronbach's alpha coefficients for all constructs exceed 0.84, indicating excellent internal 
consistency (George; Mallery, 2019). Similarly, CR values surpass 0.88 across all constructs, further 
confirming high reliability (Cohen et al., 2000). The AVE ranges from 0.58 to 0.81, exceeding the 
recommended threshold of  0.50 and suggesting good convergent validity (Kline; Little, 2023). Factor 
loadings predominantly surpass the 0.70 benchmark, with a few items falling between 0.50 and 0.70, which 
is still considered acceptable (Hair et al., 2019).  The coefficient of  determination (R²) for the "AI & 
ChatGPT adoption" construct is 0.61, indicating that the model explains 61% of  its variance, which is 
considered a large effect in behavioral science research (Keith, 2019). Collectively, these metrics provide 
strong evidence of  the measurement model's reliability and validity, establishing a solid foundation for 
subsequent structural model analysis. The robustness of  these psychometric properties enhances 
confidence in the measurement instrument and supports the overall integrity of  the research findings. 
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Figure 2 illustrates the graphical representation of  the model after the analysis, showcasing the relationships 
between the observed and latent variables as estimated by the ML method.  

 

Figure 2. Structural Model  

These nine independent variables impact the dependent variable, AI & ChatGPT adoption. The SEM 
model comprised of  35 observed variables distributed across 10 latent variables, resulting in 545 degrees 
of  freedom for the model. 

It can be observed from Figure 1 that all factor loadings of  the observed indicators on their respective 
latent variables exhibit high correlations, indicating excellent convergent validity. The factor loadings range 
from 0.57 to 0.91, which are all above the minimum threshold of  0.5 and below the maximum saturation 
coefficient of  0.90. This reflects that the indicators adequately and appropriately load onto their intended 
factors without over-factorization. Consequently, the high factor loadings here enhance the construct 
validity of  the factor model and indicate the good fit of  the data with the theoretical model (Hair et al., 
2019). The quality of  the model fit to the theory was verified using structural model fit indices. In the 
subsequent step, the model values were compared with the optimal values for fit indices, as documented in 
the research literature (Kline; Little, 2023). Table 5 presents the values of  the model fit indices and compares 
them with the optimal values. 

Table 5. Sem Model Fit Indices 

Index Value Optimal Range 

Root mean square error of  approximation (RMSEA) 0.07 >0.1 

Standardized root mean square residual (SRMR) 0.06 >0.1 

Goodness of  fit index (GFI) 0.97 >90 

Comparative Fit Index (CFI) 0.93 >90 
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T-size CFI 0.91 >90 

Tucker-Lewis Index (TLI) 0.91 >90 

Bentler-Bonett Non-normed Fit Index (NNFI) 0.91 >90 

Bentler-Bonett Normed Fit Index (NFI) 0.88 >90 

Bollen's Incremental Fit Index (IFI) 0.93 >90 

Relative Noncentrality Index (RNI) 0.93 >90 

Table 5 presents various fit indices for the structural equation modeling (SEM) analysis, including their 
corresponding values and optimal ranges. Overall, most of  the fit indices suggest that the model has a good 
or excellent fit with the data. The RMSEA value of  0.07, and SRMR value of  0.06 indicate a close fit, while 
the high values for GFI, CFI, TLI, NNFI, IFI, and RNI ranging from 0.91 to 0.97 further support the 
model's adequacy. Although the NFI’s value of  0.88 is slightly below the optimal range, it remains relatively 
high, suggesting that the model is a reasonable fit. 

Structural Model 

To test the hypotheses, Table 6 presents the results of  the SME analysis, including the path coefficients, 
VIF values, standard errors, effect sizes, p-values, and conclusions for each hypothesis. 

Table 6. Results of  the Structural Equation Modeling (SEM) Analysis 

Hypothesis 
Path 
coefficient 

VIF S.E. Effect size P-value Conclusion 

H1: RaA 0.35 3.482 0.014 0.124 0.001* Accepted 

H2: CoA 0.26 2.057 0.013 0.062 0.001* Accepted 

H3: CxA -0.08 4.423 0.018 0.041 0.146 Rejected 

H4: ObA 0.38 3.298 0.012 0.142 0.001* Accepted 

H5: TrA 0.32 1.855 0.011 0.289 0.001* Accepted 

H6: SeA 0.47 2.733 0.013 0.169 0.001* Accepted 

H7: PrA -0.24 2.131 0.013 0.182 0.001* Accepted 

H8: ICA -0.14 1.647 0.011 0.137 0.009* Accepted 

H9: UaA -0.51 2.733 0.016 0.336 0.001* Accepted 

* Significant correlation at the level of  0.05 or less. 

The SEM analysis results show that most of  the studied hypotheses are supported statistically, as evidenced 
by the significant p-values and substantial effect sizes. Positive relationships are found for self-efficacy, 
relative advantage, compatibility, observability, and trialability (H6, H1, H2, H4, H5), indicating that 
increases in these factors lead to higher adoption of  GAI tools and ChatGPT. Conversely, negative 
relationships are found for perceived risk, individualism, and uncertainty avoidance (H7, H8, H9), 

suggesting that increases in these factors lead to lower rates of  adoption. Regarding effect sizes, Hair et al. 
(2022) suggest that f² values of  0.02, 0.15, and 0.35 represent small, medium, and large effects, respectively, 
in the context of  SME. Based on this criterion, uncertainty avoidance (0.336) shows a large effect size, 
approaching the threshold for a strong effect. Trialability (0.289), self-efficacy (0.169), perceived risk (0.182), 
and individualism (0.137) demonstrate medium effect sizes. Relative advantage (0.124) is just below the 
threshold for a medium effect. Compatibility (0.062) and complexity (0.041) exhibit small effect sizes, with 

complexity (H3) also showing a non-significant relationship. 

The VIF values for most variables are below 3.5, indicating acceptable levels of  multicollinearity. According 
to Hair et al. (2019), VIF values below 3 suggest no multicollinearity issues, while values between 3 and 5 
indicate moderate multicollinearity, which is generally acceptable. However, the VIF for complexity (4.423) 
approaches the upper end of  this range, suggesting potential multicollinearity issues that may warrant 
further investigation. These findings underscore the importance of  these factors in explaining the adoption 
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of  GAI and ChatGPT, with uncertainty avoidance, trialability, and self-efficacy showing the most 
substantial effects. The results provide valuable insights into the factors influencing the adoption of  AI 
tools and ChatGPT, offering a nuanced understanding of  the relative importance of  each factor in the 
adoption process. 

Discussion and Practical Implications 

Through an extended DIT, the major aim of  this research was to unveil the multifaceted aspects forming 
students’ usage and adoption of  GAI technologies and ChatGPT in their learning practices in Saudi HE 
institutions. To the best of  our knowledge, this study is one of  very few studies that have not only examined 
the technological (IDT factors) and individual antecedents (self-efficacy, perceived risk) of  GAI adoption, 
but also attempt to investigate the direct influence of  cultural factors on GAI adoption within a Saudi 
higher educational context.  This study contributes to the body of  literature by incorporating a more 
comprehensive model using IDT theory to examine the direct effect of  individual-level cultural dimensions 
on technology adoption. The findings of  this research suggest that the significant factors influencing the 
use of  GAI by students in their learning are uncertainty avoidance, trialability, and self-efficacy. Uncertainty 
avoidance has a significant negative impact, while both trialability and self-efficacy have a significant positive 
influence on GAI adoption. In addition, relative advantage, observability, and compatibility have a positive 
effect on students’ use of  GAI, while individualism and perceived risk have a negative influence on their 
GAI adoption behavior. 

The empirical findings of  this study reveal that uncertainty avoidance at the individual level has the most 
substantial negative effect on students’ willingness to use GAI in their learning. This negative impact of  
UA on technology adoption is consistent with the findings from some of  the previous literature (Özbilen, 
2017; Krishnamoorthy et al., 2022). According to Rogers (2003), it is of  paramount importance that 
institutions, as social systems, increase awareness about GAI’s anticipated and unanticipated consequences 
to reduce the uncertainty in order to encourage the adoption of  innovations. It is possible that when 
institutions disambiguate GAI as being safe to use in learning, broadcast the attainable potential of  GAI, 
and provide more information about the concerns relating to GAI, students will feel less uncertain and less 
likely to avoid utilizing these tools. These results are in alignment with those of  Yusuf  et al. (2024) whose 
results reveal a positive correlation between uncertainty avoidance and GAI concerns, and a strong negative 
correlation with GAI potentials. The authors indicate that high UA cultures tend to view students’ use of  
GAI as cheating. Ivanov et al. (2024) proved that when HE institutions highlight the achievable benefits of  
GAI and showcase the high usability of  these tools, this has a positive impact on the attitudes, subjective 
norms, and perceived behavioral control of  both students and lecturers. 

The results of  this research indicate a significant positive influence of  trialability on students’ adoption of  
GAI. This result aligns with the findings from previous research on the crucial role of  trialability (Ayanwale 
& Ndlovu, 2024;  Almela, 2023 ;Pinho et al., 2021), suggesting that trialability removes students’ 
uncertainties and accelerates the adoption of  innovation. The significant impact of  trialability has been 
consistently echoed in the literature (Huang et al.,2024; Al-Huttami, 2023), which has discussed the 
importance of  providing students with trial opportunities in learning contexts. If  students do not try GAI, 
they will not see its potential, thus jeopardizing its adoption. In a similar vein, recent research has revealed 
the importance of  institutional support for Saudi students in using ChatGPT for academic purposes, and 
suggested that low support from teachers and institutions leads to low levels of  intention to  use and 
adoption of  the tool among students (Sobaih et al., 2024). Thus, leaders in institutions and teachers should 
collaborate to integrate fruitful academic opportunities for students to trial GAI tools and harness their 
potential, ultimately leading to acceleration of  adoption. Trials of  various GAI tools such as ChatGPT 
could be integrated into classes for students to write course-oriented prompts and discuss the outputs in 
groups, facilitated and supported by the faculty. The practical implications of  such GAI activities may result 
in a steady and gradual increase in GAI adoption among students. 
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The findings also depict the crucial role of  self-efficacy, as the results demonstrate its  positive significant 
influence on students’ adoption of  GAI. Research has pointed out the instrumental role of  GAI, 
particularly ChatGPT, in triggering students’ motivation to learn and enabling their self-efficacy (Adarkwah 
et al., 2023), as well as overcoming AI uncertainties through individuals’ confidence in their knowledge and 
skills in using AI technology (Chang et al. 2024).  This result is consistent with findings from previous 
research, which found that self-efficacy has a strong effect on intention to adopt various technologies, 
including ChatGPT (Faqi̇h, 2019 ;Waheed et al., 2015; Bouteraa et al., 2024). Furthermore, students’ self-
efficacy in using GAI could be supported by creating practical opportunities for experimentation in 
institutions, and offering training sessions to elevate students’ AI literacy skills. Training both students and 
teachers was highlighted as being a pivotal factor in the effective utilization of  AI in a recent Saudi study 
(Alotaibi & Alshehri, 2023). 

Regarding relative advantage, compatibility, and observability, the findings showed a significant correlation 
between these constructs and GAI adoption, while indicating a non-significant influence of  complexity on 
students’ GAI adoption. The study findings of  the two IDT constructs, relative advantage and 
compatibility, align with recent results from the literature, confirming the positive correlation between the 
constructs and adoption of  AI technologies and ChatGPT in a learning context (Raman et al., 2023; 
Ayanwale; Ndlovu, 2024).  

As for Observability, previous research indicates that peers who promote ChatGPT for educational 
purposes are likely to have a visible impact on other students’ intention to adopt the technology (Jo, 2023; 
Ma & Huo, 2023). This is especially likely to occur within a nationally collectivist culture such as Saudi. 
Thus, based on the findings of  this study, the social and cultural context in which students are interacting 
plays an instrumental role in shaping their adoption and usage of  GAI (Huang et al., 2024). Moreover, this 
aligns with previous research findings on ChatGPT usage and adoption among Saudi students, which 
underscore that Saudi students are driven by the opinions of  peers and individuals in their close circle due 
to their national collectivist culture (Sobaih et al., 2024). If  their friends are utilizing GAI and ChatGPT in 
their learning practices and recommend trying them out, students will eventually use the technology. On 
the other hand, this study reveals a non-significant impact of  complexity on Saudi students’ use and 
adoption of  GAI, which aligns with the results of  research conducted within a similar cultural context, 
such as China (Huang et al., 2024). Students seem to perceive GAI and ChatGPT as non-complex 
technology that aligns well with their technology preferences, and over time this may lead to increased usage 
and adoption.     

Surprisingly, the study revealed a mixed cultural orientation at the individual level of  Saudi students, who 
seem to embrace elements of  both collectivism and individualism; this confirms the shift in Saudis’ cultural 
disposition that has been reported in recent investigations (Pilotti et al., 2023; Pilotti et al., 2024; Alotaibi 
& Campbell, 2022). Thus, the study’s hypothesis is supported as IC negatively impacted GAI adoption, and 
this is consistent with some previous research results (Kovacic, 2009; Özbilen, 2017). Consequently, Saudi 
students with high individualism will adopt GAI more quickly compared to their more collectivist 
counterparts. It may be said that the pandemic years have contributed to the increased individualism among 
students, who spent prolonged periods of  time behaving and achieving individually, away from their peers 
and based only on self-interest. Thus, such results may be relevant to similar collectivist cultural contexts.  
Furthermore, it appears that individual goals and solitary achievements became more significant for 
younger Saudi generations due to the explicit attempts to change the national culture in the country as part 
of  Saudi Vision 2030’s social and economic reform (Saudi Vision, 2030). Thus, it might be expected that a 
gradual increase in GAI adoption will be witnessed among students, provided that institutions encourage 
the appropriate use of  the tools by integrating AI-based assignments into the pedagogy in order to increase 
the innovation and imitation effect among students (Lee et al., 2013). 

Limitations and Future Research Directions 

While the current research provides various theoretical and practical contributions, some future research 
recommendations could stem from its few limitations.  First, the current study focused on examining the 
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influence of  two important cultural dispositions, namely IC and UA, on GAI adoption among Saudi 
students. Future research could extend this approach by examining all five of  Hofstede’s cultural 
dimensions and their impact on GAI adoption. Furthermore, researchers could investigate the interplay 
between these dimensions and additional variables, such as social influence and subjective norms, to gain a 
comprehensive picture of  the influence of  the social and cultural contexts on GAI adoption. Second, this 
study employed a quantitative methodology through online surveys. Future research could benefit from 
incorporating a qualitative approach by interviewing students or observing their class activities using 
ChatGPT or any other GAI tools. Third, while this study focused on the dependent variable (GAI adoption 
and usage) generally, future research could explore the ways in which students are using GAI and its impact 
on areas such as brainstorming plans, scaffolding during the research ideation process, and writing research 
papers. Furthermore, as this research focused on an IDT model and its variables, future studies could 
examine further into understanding the adoption process over time by conducting longitudinal studies using 
IDT and analyzing the diffusion and how it occurs according to  Rogers’ (2003) five groups of  adopters 
(early adopters, early majority, late majority, and laggards).  Such research could enhance understanding of  
the diffusion process among Saudi students and explain at which stage GAI adoption currently occurs.   

Appendix A 

Constructs Item Study Instrument References 

Relative 
Advantage 

Ra1 
GAI technology helps me to save time and effort, as 
compared with old system. Lee et al. (2011), 

Pinho, Mendes, & 
Interior, 2021) 

Ra2 GAI improve the results of my learning. 
Ra3 GAI are very useful to me. 

 Ra4 GAI help me to learn effectively. 

Complexity 
Cx1 

GAI technology is more difficult than usual 
technologies in daily usage. 

Lee et al. (2011) 
Almaiah et al. (2022)  
 

Cx2 
GAI technology is harder to follow, as compared to 
the old technology. 

 Cx3 
GAI technology has complicated features that 
cannot be implemented in educational settings. 

 Cx4 GAI platforms are easy to use. 

Compatibility 

Co1 
GAI technologies are compatible with my 
instructors’ teaching strategies and the current 
university educational system. 

Lee et al. (2011) 
 

Co2 
GAI technologies are compatible with my learning 
styles. 

Co3 
GAI technologies is consistent with my information 
and knowledge level and prior experience. 

Co4 
GAI technologies fits well with the way I like to 
learn. 

Observability 
Ob1 

GAI is viewed as being informative and successful 
by other institutions. 

Almaiah et al. (2022) 

Ob2 
GAI is considered as a useful tool in developing 
teaching–learning environments by academic staff. 

 

 Ob3 
GAI technology is categorized under innovational 
technology by neighbor countries. 

 

 Ob4 
At my university we see students using GAI and 
ChatGPT on many of the institutions’ computers 

 

Trialability Tr1 GAI technology provides chances for future usages. Lee et al. (2011) 

 Tr2 
GAI technology helps in assessing future 
educational tasks. 

Karahanna et al. 
(1999), Almaiah et al. 
(2022)  

 Tr3 
GAI is innovative because it provides chances to 
have rich content in educational settings. 
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 Tr4 
Before deciding to adopt GAI or not, I would use 
them to test them. 

 

Self-efficacy Se1 
I am confident that I can use GAI technologies and 
ChatGPT in my learning if I wanted to. 

(Bandura, 1977) 
(Compeau & 
Higgins, 1995) 

 Se2 
I have the skills, experience, and knowledge required 
to use GAI technologies and ChatGPT in my 
learning 

 

 Se3 
I can provide technical advice on using GAI 
technologies and ChatGPT to employ in learning 
tasks 

 

Perceived Risk Pr1 
I am concerned that using ChatGPT would get me 
accused of plagiarism 

Featherman & 
Pavlou (2003) 
 

 Pr2 
I think that relying on technology like ChatGPT can 
disrupt my critical thinking skills 

Kasper & 
Abdulrahman (2020)  
Baidoo-Anu et al. 
(2024) 

 Pr3 
In general, using generative AI tools like ChatGPT 
in my learning would be risky. 

 

Individualism 
/collectivism (IC) 

     Ic1      
Group success is more important to me than 
individual success. 

Dorfman & Howell 
(1988) 
 

      Ic2 
Being accepted by the members of my study group 
is very important. 

 

      Ic3 
I may be expected to give up my goals in order to 
benefit group success. 

 

Uncertainty 
Avoidance 

     Ua1 
It is important to have assignment requirements and 
instructions spelled out in detail so that students 
always know what a they are expected to do. 

Dorfman and 
Howell (1988) 
 

Ua2 
Rules and regulations are important because they 
inform students what the institution expects of 
them. 

Ua3 
Instructions for tests and activities are important for 
students. 

GAI & ChatGPT 
Adoption 

A1 

How often do you use GAI technology in your 
learning? 
Frequency for usage of GAI technology for learning:  
Never used  
 Once  
 2–5 times  
 Once a month.  
 Once a week  
More than once a week 

Papacharissi & 
Rubin (2000) 
 Venkatesh et al., 
2003) 
  

A2 

For what tasks do you use GAI technologies in your 
learning? 
Editing and translation, 
Writing articles and assignments,  
Finding solutions to learning tasks,  
Entertainment, 
Programming and coding,  
Brainstorming,  
Developing initial ideas, 
Scientific research,  
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Other 

A3  

How many different GAI technologies have you 
used in your learning? You can choose more than 
one answer: 
More than five tools 
Between 3 and 5 tools 
Less than 3 tools 
One tool 
none  
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